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Objective: The objective of this study is to propose a hybrid model
based on Partial Least Squares (PLS) and Support Vector Machine
(SVM) to predict corporate financial distress and enhance the accuracy
and stability of the prediction process.

Methodology: This study utilized a dataset of 120 companies, consisting
of 56 bankrupt and 64 non-bankrupt firms, over a two-year period.
Initially, financial data were analyzed, and key features were extracted
using the Partial Least Squares (PLS) method. The Support Vector
Machine (SVM) algorithm was then employed, utilizing a grid search
technique with 5-fold cross-validation to optimize model parameters.
The performance of the proposed model was compared with traditional
methods such as logistic regression and artificial neural networks.
Findings: Empirical results indicated that the hybrid PLS-SVM model
achieved an accuracy rate of 87% on the test set, outperforming
traditional models and other machine learning techniques. Additionally,
the model successfully identified the most relevant financial indicators
for predicting financial distress and determined the role of each variable
in the prediction process.

Conclusion: Due to its high accuracy, interpretability, and significant
stability, the proposed model can serve as an effective tool for financial
institutions in risk management, credit approval, and financial planning
processes. This study demonstrates that combining machine learning
methods can improve financial prediction capabilities.
Keywords: Model, Machine Learning Techniques,
Complex Correlations, Bankruptcy.
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EXTENDED ABSTRACT
Introduction

Financial distress prediction has been a critical area of research in financial management, with
early efforts dating back to Beaver (1968), who introduced a univariate discriminant analysis model using
selected financial ratios (Kollar, 2021; Reyaz et al., 2023). Over time, the field has evolved, incorporating
sophisticated statistical and data mining techniques such as logistic regression, decision trees, artificial
neural networks (ANN), and support vector machines (SVM). Traditional statistical models, while widely
used, have limitations due to assumptions such as linearity, normality, and independence of predictor
variables (Hameed et al., 2023; Obaideen, 2024).

Among the modern techniques, SVM has gained prominence due to its ability to manage complex,
high-dimensional data while minimizing structural risk rather than empirical risk (Rumbe et al., 2024,
Vendittoli et al., 2024). The integration of machine learning methods has led to the development of hybrid
models that combine the strengths of different approaches. Partial Least Squares (PLS) is a widely used
feature extraction technique that effectively reduces dimensionality and removes multicollinearity,
making it suitable for financial distress prediction (Min & Jeong, 2009; Pietruszkiewicz, 2004).

This study aims to develop and evaluate a hybrid financial distress prediction model that integrates
PLS with SVM. The proposed model seeks to enhance prediction accuracy and stability by leveraging the
strengths of both methods in feature selection and classification. The study addresses the gap in previous
research, which often relies on individual techniques rather than hybrid approaches to financial distress
prediction (Lee et al., 2002; Malhotra & Malhotra, 2002).

Methodology

The research employed a dataset consisting of 120 firms, including 56 bankrupt and 64 non-
bankrupt companies, spanning a two-year period. Initially, financial data were analyzed, and significant
features were extracted using the PLS method. PLS facilitated the identification of relevant variables by
compressing explanatory variables while preserving their correlation with the target variable.

The SVM algorithm was then applied to classify firms into bankrupt and non-bankrupt categories.
The model parameters were optimized using a grid search technique with 5-fold cross-validation. Several
kernel functions, including linear, polynomial, and radial basis function (RBF), were tested to determine
the optimal classification performance.

The model's performance was evaluated by comparing its accuracy, sensitivity, specificity, and
predictive values against traditional methods such as logistic regression and artificial neural networks.
The statistical software SPSS23 was used for descriptive analysis, while MATLAB's OSU_SVM toolbox
was utilized for SVM classification.

Findings

Empirical results revealed that the hybrid PLS-SVM model achieved an accuracy rate of 87% in
the test dataset, surpassing the performance of traditional statistical methods and standalone machine



learning algorithms. The model demonstrated high sensitivity (82%) and specificity (91%), indicating its
robustness in distinguishing between bankrupt and non-bankrupt firms.

The study identified key financial indicators that significantly contribute to financial distress
prediction. The top features, including profitability ratios, liquidity ratios, and leverage ratios, were
determined based on their variable importance in projection (VIP) scores obtained from the PLS analysis.

A comparison with logistic regression and ANN models indicated that the hybrid PLS-SVM model
provided superior classification results. The ANN model, despite its high prediction power, suffered from
overfitting and required extensive training data, whereas the logistic regression model struggled with
nonlinear relationships inherent in financial data.

Additionally, the proposed model demonstrated significant interpretability advantages, as the PLS
method allowed for the identification of influential variables, providing valuable insights into financial
distress factors.

Discussion and Conclusion

The findings suggest that the integration of PLS and SVM provides a powerful framework for
financial distress prediction, offering improved accuracy, stability, and interpretability. The hybrid
approach successfully addresses key challenges associated with financial prediction, such as feature
selection, multicollinearity, and nonlinearity.

The high prediction accuracy of the proposed model makes it a valuable tool for financial
institutions in risk management, credit approval, and strategic financial planning. By utilizing the hybrid
model, financial decision-makers can better identify at-risk firms and implement proactive measures to
mitigate financial distress.

Compared to traditional models, the PLS-SVM approach demonstrates superior generalization
capabilities and reduced sensitivity to overfitting, making it more applicable in real-world financial
environments. The study highlights the importance of feature selection and optimization in enhancing the
predictive power of financial distress models.

Despite its advantages, the study acknowledges certain limitations, such as the reliance on
historical financial data and the need for further validation across different industries and economic
conditions. Future research should explore the integration of additional machine learning techniques, such
as deep learning, to further improve prediction accuracy and adaptability.

Overall, the study concludes that the proposed hybrid model is a promising advancement in
financial distress prediction, offering a reliable and interpretable solution for financial institutions to
enhance decision-making processes and risk assessment strategies.
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