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Objective: The objective of this study is to propose a hybrid model 

based on Partial Least Squares (PLS) and Support Vector Machine 

(SVM) to predict corporate financial distress and enhance the accuracy 

and stability of the prediction process. 

Methodology: This study utilized a dataset of 120 companies, consisting 

of 56 bankrupt and 64 non-bankrupt firms, over a two-year period. 

Initially, financial data were analyzed, and key features were extracted 

using the Partial Least Squares (PLS) method. The Support Vector 

Machine (SVM) algorithm was then employed, utilizing a grid search 

technique with 5-fold cross-validation to optimize model parameters. 

The performance of the proposed model was compared with traditional 

methods such as logistic regression and artificial neural networks. 

Findings: Empirical results indicated that the hybrid PLS-SVM model 

achieved an accuracy rate of 87% on the test set, outperforming 

traditional models and other machine learning techniques. Additionally, 

the model successfully identified the most relevant financial indicators 

for predicting financial distress and determined the role of each variable 

in the prediction process. 

Conclusion: Due to its high accuracy, interpretability, and significant 

stability, the proposed model can serve as an effective tool for financial 

institutions in risk management, credit approval, and financial planning 

processes. This study demonstrates that combining machine learning 

methods can improve financial prediction capabilities. 

Keywords: Model, Machine Learning Techniques, Non-linearity, 

Complex Correlations, Bankruptcy. 
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EXTENDED ABSTRACT 

Introduction 

Financial distress prediction has been a critical area of research in financial management, with 

early efforts dating back to Beaver (1968), who introduced a univariate discriminant analysis model using 

selected financial ratios (Kollár, 2021; Reyaz et al., 2023). Over time, the field has evolved, incorporating 

sophisticated statistical and data mining techniques such as logistic regression, decision trees, artificial 

neural networks (ANN), and support vector machines (SVM). Traditional statistical models, while widely 

used, have limitations due to assumptions such as linearity, normality, and independence of predictor 

variables (Hameed et al., 2023; Obaideen, 2024). 

Among the modern techniques, SVM has gained prominence due to its ability to manage complex, 

high-dimensional data while minimizing structural risk rather than empirical risk (Rumbe et al., 2024; 

Vendittoli et al., 2024). The integration of machine learning methods has led to the development of hybrid 

models that combine the strengths of different approaches. Partial Least Squares (PLS) is a widely used 

feature extraction technique that effectively reduces dimensionality and removes multicollinearity, 

making it suitable for financial distress prediction (Min & Jeong, 2009; Pietruszkiewicz, 2004). 

This study aims to develop and evaluate a hybrid financial distress prediction model that integrates 

PLS with SVM. The proposed model seeks to enhance prediction accuracy and stability by leveraging the 

strengths of both methods in feature selection and classification. The study addresses the gap in previous 

research, which often relies on individual techniques rather than hybrid approaches to financial distress 

prediction (Lee et al., 2002; Malhotra & Malhotra, 2002). 

Methodology 

The research employed a dataset consisting of 120 firms, including 56 bankrupt and 64 non-

bankrupt companies, spanning a two-year period. Initially, financial data were analyzed, and significant 

features were extracted using the PLS method. PLS facilitated the identification of relevant variables by 

compressing explanatory variables while preserving their correlation with the target variable. 

The SVM algorithm was then applied to classify firms into bankrupt and non-bankrupt categories. 

The model parameters were optimized using a grid search technique with 5-fold cross-validation. Several 

kernel functions, including linear, polynomial, and radial basis function (RBF), were tested to determine 

the optimal classification performance. 

The model's performance was evaluated by comparing its accuracy, sensitivity, specificity, and 

predictive values against traditional methods such as logistic regression and artificial neural networks. 

The statistical software SPSS23 was used for descriptive analysis, while MATLAB's OSU_SVM toolbox 

was utilized for SVM classification. 

Findings 

Empirical results revealed that the hybrid PLS-SVM model achieved an accuracy rate of 87% in 

the test dataset, surpassing the performance of traditional statistical methods and standalone machine 
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learning algorithms. The model demonstrated high sensitivity (82%) and specificity (91%), indicating its 

robustness in distinguishing between bankrupt and non-bankrupt firms. 

The study identified key financial indicators that significantly contribute to financial distress 

prediction. The top features, including profitability ratios, liquidity ratios, and leverage ratios, were 

determined based on their variable importance in projection (VIP) scores obtained from the PLS analysis. 

A comparison with logistic regression and ANN models indicated that the hybrid PLS-SVM model 

provided superior classification results. The ANN model, despite its high prediction power, suffered from 

overfitting and required extensive training data, whereas the logistic regression model struggled with 

nonlinear relationships inherent in financial data. 

Additionally, the proposed model demonstrated significant interpretability advantages, as the PLS 

method allowed for the identification of influential variables, providing valuable insights into financial 

distress factors. 

Discussion and Conclusion 

The findings suggest that the integration of PLS and SVM provides a powerful framework for 

financial distress prediction, offering improved accuracy, stability, and interpretability. The hybrid 

approach successfully addresses key challenges associated with financial prediction, such as feature 

selection, multicollinearity, and nonlinearity. 

The high prediction accuracy of the proposed model makes it a valuable tool for financial 

institutions in risk management, credit approval, and strategic financial planning. By utilizing the hybrid 

model, financial decision-makers can better identify at-risk firms and implement proactive measures to 

mitigate financial distress. 

Compared to traditional models, the PLS-SVM approach demonstrates superior generalization 

capabilities and reduced sensitivity to overfitting, making it more applicable in real-world financial 

environments. The study highlights the importance of feature selection and optimization in enhancing the 

predictive power of financial distress models. 

Despite its advantages, the study acknowledges certain limitations, such as the reliance on 

historical financial data and the need for further validation across different industries and economic 

conditions. Future research should explore the integration of additional machine learning techniques, such 

as deep learning, to further improve prediction accuracy and adaptability. 

Overall, the study concludes that the proposed hybrid model is a promising advancement in 

financial distress prediction, offering a reliable and interpretable solution for financial institutions to 

enhance decision-making processes and risk assessment strategies. 

 

https://portal.issn.org/resource/ISSN/3041-8933


 

 

 

 وبسایت مجله 
 

 تاریخچه مقاله 

 1403آبان  09دریافت شده در تاریخ 

 1403آذر  15اصلاح شده در تاریخ 

 1403دی  19پذیرفته شده در تاریخ 

 1403بهمن  07منتشر شده در تاریخ 

 مدیریت پویا و تحلیل کسب و کار 
 

 35-53، صفحه 1، شماره 4دوره 

 

 

 

 

 

 

 

 

برآورد الگوی پیش بینی درماندگی مالی مبتنی بر تلفیق الگوریتم بردار ماشین و  

 الگوی حداقل مربعات

 

 3یحسن قدرت ،*2 ان یپناه نیحس ، 1زاد یغلامحسن  تق

 .دانشجوی دکتری، گروه حسابداری، واحد کاشان، دانشگاه آزاد اسلامی، کاشان، ایران.1

 .)نویسنده مسئول( .استاد تمام، گروه حسابداری، واحد کاشان، دانشگاه آزاد اسلامی، کاشان، ایران2

 .استادیار، گروه حسابداری، واحد کاشان، دانشگاه آزاد اسلامی، کاشان، ایران.3

 
 h.panahian@iaukashan.ac.irایمیل نویسنده مسئول: *

 

 کیدهچ اطلاعات مقاله 

 نوع مقاله

 پژوهشی اصیل

 

 نحوه استناد به این مقاله: 

(.  1404. )ح  یقادرت    ح ،  انیاپنااهغ،    زاد  یتق 

الاگاو   یمااالا  یدرماااناادگا  ینایابا  شیاپا  یبارآورد 

  ی و الگو  نیبردار ماشا  تمیالگور  قیبر تلف  یمبتن

مدیریت پویا و تحلیل کسا  و .  حداقل مربعات

 .35-53(،  1)4  ،کار

 

 

مقاالاه   1403  © انتشااااار این  تماامی حقو  

انتشار این مقاله  است.    )گان(متعلق به نویسانده

 گواهی  صاااورت دساااترسااای آزاد م ابق بابه

(CC BY 4.0) .صورت گرفته است 

بردار    ن ی و ماش  (PLS) ی بر حداقل مربعات جزئ   ی مبتن   ی ب ی مدل ترک   ک ی پژوهش، ارائه    ن ی هدف از ا   : هدف 

  .است   ی نی ب ش ی پ   ند ی فرآ   ی دار ی ها و بهبود دقت و پا شرکت   ی مال   ی درماندگ   ین ی ب ش ی پ   ی برا  (SVM) بان ی پشت 

  64شرکت ورشکسته و  56شرکت، متشکل از  120مجموعه داده شامل  ک ی پژوهش از  ن ی اشناسی: روش 

قرار    لی و تحل   هی مورد تجز   ی مال   ی هادو ساله استفاده کرده است. ابتدا داده   یدر بازه زمان   رورشکسته، ی شرکت غ 

  تم ی استخراج شدند. سپس از الگور  (PLS) ی مهم با استفاده از روش حداقل مربعات جزئ   ی ها ی ژگی گرفتند و و 

  ی برا   ی بخش   5متقاطع    ی و اعتبارسنج   ی ا شبکه   ی با استفاده از روش جستجو  (SVM) بان ی بردار پشت   ن ی ماش 
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PLS-SVM   ر ی و سا   یسنت   ی ها نسبت به مدل   ی عملکرد بهتر   ، ی شی درصد در مجموعه آزما   87با نرخ دقت  

  ین ی ب ش ی پ   ی را برا   ی مال   ی ها شاخص   ن ی تر مدل توانست مرتبط   ن ی ا   ن، ی دارد. همچن   ن ی ماش   ی ر ی ادگی   ی ها ک ی تکن 
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ابزار    ک ی به عنوان    تواند ی قابل توجه، م   ی دار ی مناس ، و پا   ی ر ی رپذ ی ، تفس دقت بال   ل ی به دل   ی شنهاد ی پ   مدل 

  ن ی به کار رود. ا   یمال   ی ز ی ر اعتبار، و برنامه   د یی تأ  سک،ی ر   ت ی ر ی مد   ی ندها ی در فرآ   ی مؤسسات مال   ی مؤثر برا 

  ی مال   ین یب ش ی پ   ی ها ت ی قابل   هبود به ب  تواند ی م   ن ی ماش   ی ر ی ادگ ی   ی ها روش     ی که ترک   دهد ی پژوهش نشان م 

 کمک کند. 

 ی.ورشکستگ یچیده،  های پ ی همبستگ  ، بودن   یرخ ی غ ینی،  ماش   یادگیری   های یک تکن الگو،  کلیدواژگان:  

 8933-3041 شاپای الکترونیکی:   

 

https://www.dmbaj.com/
http://creativecommons.org/licenses/by/4.0
https://orcid.org/0009-0008-8206-0942
https://orcid.org/0000-0003-2030-0281
https://orcid.org/0000-0001-6209-3335
http://creativecommons.org/licenses/by/4.0
https://portal.issn.org/resource/ISSN/3041-8933


 1404، اولشماره  چهارم،مدیریت پویا و تحلیل کسب و کار، دوره                                                                                          و همکاران           تقی زاد

 

 39 
E-ISSN: 3041-8933 
 

 مقدمه 

شکست کس  و    ینیب  یشمدل پ   یجادا  یبرا  یادیهای زدر طی سالیان گذشته و بر اساس تحقیقات و مقالت علمی متعدد، تلاش

های  را با استفاده از نسبت  یرهتک متغ  یکمدل تفک  یک( که  1968)  یورمنتشر و توسط ب  1968در سال    یهنشر  ینصورت گرفته است. اولها  کار

 یل تحل  هاییکاز تکن  یورشکستگ  بینیپیش  یها. اکنون، مدلتالیف شد  ، ه بودکرد  یجاد دوگانه ا  یانتخاب شده توسط آزمون طبقه بند  ی مال

ابزارها  یبرا  ی کاوو داده  یآمار   یهاروش  تشخیصی،  یلعلاوه بر تحل  کنند.یاستفاده م  گیرییمبهبود تصم  در  یبانپشتحمایتی و    یاصلاح 

 گیری، یمتصم  یهاشامل درخت  کاوی ادهد  یدترجد  های یکتکندر کنار    یرهو غ  ی عامل  یلتحل  یک،لجست  یهامدل  یون،شامل رگرس  یسنت  یآمار

اگرچه در  ی،آمار ی. کاربردهاباشدمی یره( و غ (SVM. یبانبردار پشت ین(، ماش GA) یکژنت یتمالگور ی،(، من ق فازNN)  یعصب یهاشبکه 

و    کنندهبینیپیش  یرهایمتغ  ینبودن، نرمال بودن، استقلال در ب  یمانند خ   یسنت  یآمارها  یقاما با مفروضات دق  یافتند،  یشطول زمان افزا

 ,.Arun & Lakshmi, 2022; Hameed et al)   محدود شدند   بینی کننده یشو پ   یارمع  یرهایاز قبل موجود مرتبط با متغ  یشکل عملکرد

2023; Kollár, 2021; Obaideen, 2024; Psyridou et al., 2024; Reyaz et al., 2023; Rumbe et al., 2024; Vendittoli et 

al., 2024). 

چند    گیرییمتصم  ی،هوش مصنوع   ی،بازگشت  بندییمتقس  یتمالگور  یره،چند متغ  یو احتمال شرط  یاحتمال خ   یهاتاکنون، مدل

 & Altman et al., 1994; Barniv et al., 1997; Coates)اند شده یشنهادپ   یاعتبار یماز تصم یبانیپشت  یبرا یاضیر یزیربرنامه یاره، مع

Fant, 1993; Cristianini & Shawe-Taylor, 2000; Curram & Mingers, 1994; Dedene, 2002; Desai et al., 1997; Emel 

et al., 2003; Fan & Palaniswami, 2000; Fanning & Cogger, 1994; Fletcher & Goss, 1993; Lee et al., 1996; Lee et 

al., 2002; Lopez & Saidenberg, 2000; Malhotra & Malhotra, 2002; Markham & Ragsdale, 1995; Martin, 1997; Min 

& Jeong, 2009; Moody, 1992; Pietruszkiewicz, 2004; Sarle, 1995; Smith, 1993)  .یمصنوع  یعصب یهابه طور خاص، شبکه 

(ANN  اغل  در )حال، معمولً   ینشناخته شده است. با ا  یرینبهتر از سا  بینی آنانیشقدرت پ   یراز  شوندیاستفاده م  یقبلهای  پیشینه پژوهش

  یج نتا  یمها در تعمدارند، و آن  یاز ن  یورود  یالگو  یعتوز  ینتخم  یبرا  یآموزش  های از داده  یادی به مقدار ز  ANN  یهاگزارش شده است که مدل

  یه مربوطه، اندازه ل  یورود  یرهایاز جمله متغ  یکنترل  یانتخاب پارامترها  یبرا  ین، خود مشکل دارند. علاوه بر ا  یبرازش  یشب  یتماه  یلبه دل

 ,Fanning & Cogger)پردازش کنند    یشها را پ دارد تا داده  ی بستگ  ین دانش محقق  یا به تجربه    کاملا و حرکت،    یادگیریپنهان، سرعت  

1994). 

ی  برایدی است و  نسبتاً جد   ینیماشیادگیری    یکتکن  که یک ،  است  (SVM)  یبانبردار پشت  هایینمقاله استفاده از ماش  ینهدف ا

( 1998)   وپنیکتوسط     SVM.  شوداستفاده می  بینییشبهبود دقت پ   یبرا  یدمدل جد  یکو ارائه    یورشکستگ  بینییشمشکل پ   کمک به

 کرده است.  یداپ   یتمحبوب  مشکلاتمسائل و  ای از  گسترده  یفدر ط  یمتعم  یهای جذاب و عملکرد عال یژگیاز و  یاریبس  یلبه دل  و     یافتهتوسعه  

 2یتجرب  یسکر  سازیینه نسبت به اصل کم  دهد  که نشان می  گیرد،ی( را در بر مSRM)  1ی ساختار  یسکر  سازیینه اصل کم  SVM  ین،همچن

(ERM که توسط شبکه )استو از لحاظ عملکرد بهتر  برتر    شود،یاستفاده م  یمعمول  یعصب  یها.  SRM  را به   یمتعم  یخ ا  بالیکران    یک

باشد    ی جهان  ینهممکن است به  SVMحل  راه  ین،رساند. بنابرارا به حداقل می  یهای آموزشخ ا در داده  ERM  حالی کهرساند در  حداقل می

اتفا     زشبرا  یشب    SVMبا    است که  یدو بع  یرند،قرار بگ  یمحل  ینهحل بهراه  یکدارند در    یلتما  یشبکه عصب  یهامدل  یرکه سا  یدر حال

. (Akour et al., 2022; Goyal, 2022; Reyaz et al., 2023; Saeed et al., 2018; Santoso et al., 2018; Wang, 2024)یفتد  ب

 
1 structural risk minimization  

2 empirical risk minimization  
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  یفا بال ا یداریبا دقت و پا یورشکستگ بینییشمدل پ  یکدر ساخت  ینقش مهم ینهپارامتر به یجستجو  ینکهبا در نظر گرفتن ا ین،علاوه بر ا

تابع هسته ینه  پارامتر به یرمقاد  یافتن  یبرا  یبرابر  5متقاطع    یبا استفاده از اعتبارسنج  یاشبکه   یجستجو  یکتکن  یکاز  این پژوهش    ،کند یم

SVM    بینییشدقت پ   یابیارز  یبرا  کرده واستفاده  SVM  تشخیصی  یلتحلبا  ، عملکرد آن  ( چندگانهMDAتحل ،)یک لجست  یونرگرس  یل 

(Logitو شبکه )یهپس انتشار کاملاً متصل سه ل یعصب  یها (BPN مقا )گردید یسه . 

 پژوهش   روش

PLS   یرهایمتغ  ینجامع تر  یر، و سنتز استخراج متغ  یهای اصلمؤلفه  یلو تحل  یهنظارت شده است. با تجز  یژگی روش استخراج و  یک  

های  را جدا کند تا مدل  یمورد بررس  یستمس  یزتواند اطلاعات و نومی  PLSکردند، استخراج شدند.  می  ینیب  یشرا پ   Y  یرکه متغ  یحیتوض

 یر با متغ  یهمبستگ  ینکند و همچنرا فشرده می  X  یحیتوض  یرمتغ،  PLSبر اساس    ی های اطلاعاتیژگیو  ید. فشرده سازنشو  یجادمناس  ا

 ی خواهند داشت.تر یکاربرد یمعان نتایج آن . یردگ را در نظر می Yشده   ینی ب یشپ 

PLS  پنهان    یرمتغ  یناول𝑡1  یرمجموعه متغرا از  X  کند.  استخراج می 𝑡1ییراتتا حد امکان اطلاعات تغ  X  کند. در  را استخراج می

کند. سپس    ینرا تضم  𝑢1 و    𝑡1   ینب  یهمبستگ  یشترینکند تا باستخراج می  Y  یررا از مجموعه متغ  𝑢1 پنهان    یرمتغ  ینهمان زمان، اول

خاتمه   یتمالزامات دقت را برآورده کنند، الگور  یونشوند. اگر معادلت رگرسبرقرار می  𝑡1 و    Xو معادلت با    𝑡1 و    Yبا    یونمعادلت رگرس

که   یمانده از اطلاعات باق  𝑢2 شده است، و    یرتفس  Xاز    𝑡1 که توسط    یماندهاز اطلاعات باق  𝑡2 پنهان   یرمتغ  ین صورت، دوم  ین ا  یر. در غ یابدمی

 تا به دقت لزم برسد. شده  تکرار  یندفرآ یناستخراج شد. ا ست،شده ا یرتفس Yاز  𝑡1 توسط 

  یر توان به صورت زرا می  یساز  ینهاست، به  Y  ینیب  یشپ   یرو متغ  یبعد  pنمونه از شاخص    nکه    X = (𝑥1, 𝑥2,... 𝑥𝑝)با فرض   

 فرموله کرد:

{
  
 

  
 
𝑀𝑎𝑥 co𝜐(𝑋𝑤𝑖, 𝑌𝑐𝑖)

𝑠. 𝑡. 𝑤𝑖
′𝑤𝑖 = 1; 𝑐𝑖

′𝑐𝑖 = 1

 𝑤𝑖
′∑𝑊𝑗 = 0

𝑋

 𝑐𝑖
′∑𝑐𝑗 = 0;

𝑌

 

𝑥∑پنهان بود و   یرمتغ یندوم 𝑡𝑖 = 𝑋𝑤𝑖  یخ  ی که در آن ترک = 𝑋′𝑋  ،∑𝑌 = 𝑌′𝑌. 

 : (Lorber et al., 1987) یافت  یرتوان در ز( را می𝑐𝑖،  𝑤𝑖 فو  )  یساز ینهمسئله به حل

𝑊𝑖 = {
Σ𝑋𝑌Σ𝑌𝑋main eigenvector, 𝑖 = 1
(1 − 𝑃𝑋)Σ𝑋𝑌(𝐼 − 𝑃𝑌)Σ𝑌𝑋main eigenvector, 𝑖 > 1

, 

𝐶𝑖 = {
Σ𝑋𝑌𝑊𝑖, 𝑖 = 1
(𝐼 − 𝑃𝑌)Σ𝑌𝑋𝑊𝑖 , 𝑖 > 1

 

where    𝑃𝑋 = (Σ𝑋𝑊)[(Σ𝑋𝑊)
𝑇(Σ𝑋𝑊)]

−1(Σ𝑋𝑊)
𝑇 , 

𝑃𝑌 = (Σ𝑌𝐶)[(Σ𝑌𝐶)
𝑇(Σ𝑌𝐶)]

−1(Σ𝑌𝐶)
𝑇 ,𝑊 = (𝑊𝑖𝑗), 𝐶 = (𝐶𝑖𝑗). 

 یبرا  یگر،دهد. از طرف درا نشان می  X  ییراتتا حد ممکن اطلاعات تغ  PLSاستخراج شده در محاسبه    𝑡ℎطرف، مولفه    یکاز  

شود می  یفتعر  یحیانواع توان توض  یف، تعرYو    Xبه    𝑡ℎتوان    یحیتوض  یریاندازه گ  یهمراه است. برا  Yتا حد امکان با    Yاطلاعات    یحتوض

 دهد. را نشان می یردو متغ ینب  مبستگیه ی ضر r(𝑥𝑖, 𝑥𝑗)که در آن 
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;Y:Rd(𝑦𝑘را به    𝑡ℎقدرت تبیین تنوع   تنوع(.  یینتب  یتنوع و انباشتگ  یین)تب  1  یف تعر 𝑡ℎ) = 𝑟
2(𝑦𝑘; 𝑡ℎ)  که همان شد  تعریف

Rd(Y; 𝑡ℎ).  است  𝑦𝑘  وابسته  یرو متغ  𝑡ℎ  مولفه   ینب  یرمتغ  ییراتتغ  یحتوض =  
1

𝑞
∑  
𝑞
𝑘=1    کهRd(𝑦𝑘; 𝑡ℎ)    ین ب  یرمتغ  ییرتغ  یحتوضهمان

,Rd(Y; 𝑡1.  است  Yوابسته  یرو متغ  𝑡ℎ  مولفه … . , 𝑡𝑚) = ∑  𝑚
ℎ=1    کهRd(𝑌; 𝑡ℎ)    مؤلفه   ینب  ییراتتغ  یحانباشت توضهمان𝑡1, 𝑡2, … , 𝑡𝑚 

,Rd(𝑦𝑘;𝑡1  است.  Yو متغیر وابسته   … , 𝑡𝑚) = ∑  𝑚
ℎ=1    کهRd(𝑦𝑘; 𝑡ℎ)  مؤلفه    ینب  ییراتتغ  یحانباشت توض  همان𝑡1, 𝑡2, … , 𝑡𝑚   و متغیر

 .است 𝑦𝑘وابسته  

(  یی )مانند حداکثر نرخ شناسا  ینههدف به  یکبه    یابیدست  یبرا  یژگیو  یناستفاده از کمتر  ی مالدرماتدگی    بینی یشپ   ی عمل  یفهوظ  یک

توان میطرف،    یکدهند. از  از اطلاعات را ارائه می  یادیکه حجم زگردد  ها انتخاب  یژگیاز و  ی تعداد کمبر آن است تا    پژوهش حاضر  است.

  یژگی. انتخاب و دادکاهش    یقابل توجه  یزان را به م  ی واقع  یاتیهای عملینه هزتوان  می  یگر، . از طرف دکردحد امکان حذف    ا را ت  یزو نو  ی افزونگ

دهد  می  یش نما  یلتربر اساس روش ف یژگیها را از صدها هزار ویژگیاز و   یدر مرحله اول، مقدار مشخصکه    شودمی  یممعمولً به دو مرحله تقس

 یط شرا Wrapperکند که بر اساس روش های برجسته را انتخاب مییژگیای از ومجموعه  یرز در مرحله دوم،جستجو را کاهش دهد.  یتا فضا

  یژگی روش انتخاب و  یکپژوهش حاضر  است.اصلی  های موجود مشکل  یژگیاز وها  یژگیو  یناز مؤثرتر  یگروه  یافتنکند. نحوه  را برآورده می

 . یمکرد یشنهادپ  PLSبر اساس  یدجد یجهان

در    یرمتغ  یت. اهمدادرا نشان    Yبه   𝑥𝑖 هر   یرتأث  ی به طور کم  پژوهش حاضر  ، Yبه   Xبا    یرمتغ  ییراتتغ  یحتوض  یلو تحل  یهتجز  یبرا

در ساختار    ی نقش مهم𝑥𝑖 باشد و    یقو  Yبه    𝑡ℎ  یحیشود. اگر قدرت توضمنتقل می  𝑡ℎتوسط    Yبه  𝑥𝑖   یرشده است. تفس  یفتعر  یزیطرح ر

 𝑡ℎ  یحیکند، پس قدرت توض  یفا ا   𝑥𝑖    بهY  ی هامولفه  یبرا  یعنی قابل توجه در نظر گرفته شود.    ید با 𝑡ℎ  مقدار بزرگ    یروRd (Y; 𝑡ℎ)  اگر ،

 است. یقو Yبه   𝑥𝑖 یربال باشند، تفس یزن𝑤ℎ𝑖   یرمقاد

اهمVIP)  2  یفعرت ر  یرمتغ  یت:  توضیزیدر طرح  به  توجه  با  توض  Yبه    𝑡ℎ   ییراتتغ  یح(.  تجمع  و   Rd(Y;  𝑡ℎ)  ییراتتغ  یحو 

Rd(Y; 𝑡1, 𝑡2,..., 𝑡𝑚)  از 𝑡1, 𝑡2,..., 𝑡𝑚  بهY ، شد یفتعر اینگونهمعادله در این پژوهش : 

VIP(𝑥𝑖) = √
𝑝

𝑅𝑑(𝑌; 𝑡1, … , 𝑡𝑚)
∑𝑅𝑑(𝑌; 𝑡ℎ)𝑤ℎ𝑖

2

𝑚

ℎ=1

 

که    𝑥𝑖یا  یهاست که نشان دهنده سهم حاش  𝑤ℎمحور    یکموزن    𝑤ℎ𝑖که در آن    Yبه    𝑥𝑖  یزیدر طرح ر  یرمتغ  یتبه عنوان اهم

 . باشد، میاست 𝑡ℎسازنده  های مولفه 

  یژگی در انتخاب و  VIPتوان از شاخص  می  یناست. بنابرا  Yبه     𝑥𝑖  یردر تفس  یشترب  یتنشان دهنده اهم  باشد  بزرگتر  VIP(𝑥𝑖)هرچه  

 است.  ها(یژگی)تعداد و p یای خ چند جمله  که یک  باشدمی O(np)،  3یتمالگور ی محاسبات  یچیدگیاستفاده کرد. پ 

 

 

 

Algorithm 1 𝑷𝑳𝑺𝑽𝑰𝑷(𝑻𝒓𝒂𝒊𝒏𝑿𝒏∗𝑷,𝑪𝒍𝒂𝒔𝒔𝒀(𝒏∗𝒈),𝒏𝒇𝒂𝒄) 

𝑻𝒓𝒂𝒊𝒏𝑿(𝒏,∗𝑷), 𝑪𝒍𝒂𝒔𝒔𝒀(𝒏∗𝒈), 𝒏𝒇𝒂𝒄  ورودی : 

𝒗𝒊𝒑 خروجی : 
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Call 𝑺𝑰𝑴𝑷𝑳𝑺(𝑻𝒓𝒂𝒊𝒏𝑿(𝒏∗𝒑), 𝑪𝒍𝒂𝒔𝒔𝒀(𝒏∗𝒈), 𝒏𝒇𝒂𝒄)
𝟏
 to get calculated 

𝑹𝒅(𝑿),𝑹𝒅(𝒀),𝑾 

𝑽𝒊𝒑 ← 𝒔𝒒𝒓𝒕 (𝒑∗ < 𝑹𝒅(𝒀),𝑾𝟐 >/𝑹𝒅(𝒀))  (2       تعریف)

 شروع

𝒗𝒊𝒑  بازگشت

 پایان

squares algorithm, computational complexity is O(np)-SIMPLS: de Jong proposed simple partial least 1 

 

 است:  یربه شرح ز یقمراحل دق

 شود:می یکدگذار یربه صورت ز  Yدسته  یسماتر ابتدا،

𝑌 دسته    یس شوند. ماترنشان داده می  n×p  یس با ماتر  Xهای  داده = (𝑦𝑖𝑗)𝑛×𝑔  که  شد    گذاری کدn    ،تعداد نمونه هاp    تعداد

 :شودمی یفصورت تعر ینبرچس  دسته است که به ا 𝑦𝑖𝑗ها است.  تعداد دسته gها و یژگیو

𝑦𝑖𝑗 = 𝐼(𝑦𝑖 = 𝑗) = {
1 𝑦𝑖 = 𝑗
0 𝑦𝑖 ≠ 𝑗

; 𝑖 = 1,… , 𝑛; 𝑗 = 1,… , 𝑔; 

𝒚𝒊  .برچس  اصلی است = 

متقاطع   یآن توسط اعتبارسنج  یدار  ی ( و س ح معنRMPRESSشده )  ینیب  یش پ  یماندهباق  یمجموع مربعات خ ا  یانگینم  یشهر

با حداقل    ییها تعداد مؤلفه   کنند، یم  ی که سه عامل را ترک   شوندیم  یینتع  ییهاشود. تعداد مؤلفه( محاسبه میLOOCV)  1یخروج  یکترک  

RMPRESSداریبا س ح معن ایی ه، حداقل تعداد مؤلفه RMPRESS Prob. > 0.1یاستخراج شده برا یو قدرت تجمع یحی، و قدرت توض 

 وابسته. یرمستقل و متغ یرهر متغ

 شود:محاسبه می یژگی هر و ی( براVIP) یزیدر طرح ر یرمتغ یتاهم یت، ر نهاد

  یتشود. و سپس اهممحاسبه می  یقبل  nfacهای  داده شده و بردار وزن مولفه   یحتوض  یتجمع  یانس ، وار1  یتماستفاده از الگور  با

 . ید آبه دست می یبه منظور طبقه بند یژگی( هر وVIP) یزیدر طرح ر یرمتغ

 یبان بردار پشت  ینو همکاران. ماش  وپنیک  ی،ساختار  یسکو با استفاده از اصل به حداقل رساندن ر  یآمار  یادگیری  یاساس تئور   بر

(SVM  )  است    ینیماش  یادگیری  یتمالگور  یک که    یشنهاد دادندپ را(Cristianini & Shawe-Taylor, 2000)ییتواند توانامی  ین ماشین. ا  

 : یرهای محدود به دست آورد. با توجه به مجموعه نمونه به صورت زرا تحت نمونه یخوب یمتعم

𝑆𝑇 = {(𝑋𝑖, 𝑦𝑖)|𝑋𝑖 ∈ ℜ
𝑝, 𝑦𝑖 ∈ {−1,1}, 𝑖 = 1,2, … , 𝑛} 

 ییر را تغ  یردرجه دوم ز  یزیمجموعه نمونه حل شده توسط مسائل برنامه ر  یطبقه بند  SVM  ی،خ   یریپذ  یکتفک  یطتحت شرا

 داد:

min
𝑤,𝑏

1

2
𝑤𝑇𝑤, 

𝑠. 𝑡.     𝑦𝑖(𝑤
𝑇𝑥𝑖 + 𝑏) − 1 ≽ 0 

  ی های آموزشنمونه   یدیها عناصر کلکنند. آنفو  را برقرار می  یت هایی هستند که معادلت محدود( نمونه SVs)  یبانپشت  یبردارها

به دست آمده    یبرداشته شوند و دوباره آموزش داده شوند، س ح طبقه بند  یگر های دتر هستند. اگر تمام نمونه  یکنزد  یمهستند و به مرز تصم

 
1 Leave-One-Out Cross-Validation 
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توسط   یکقابل تفک  یرو غ   یخ   یرغ   یبند   طبقه  دارند.  ینهبه  1صفحه   ابر  در حل   یهستند که نقش مهم  یبانپشت  یبردارها  یناست. ا  یکسان

SVM یطبقه بند یی نها  یمتابع هسته، تصم ی شود. پس از معرفحل می 2یرهای لنگی تابع هسته و متغ  یمعرف  یقاز طر SVM یربه صورت ز 

 کند: عمل می

𝑔(𝑥) = sgn {∑𝑦𝑖𝛼𝑖
∗𝐾(𝑥𝑖 , 𝑥) + 𝑏

∗

𝑆𝑉

𝑖=1

} 

𝛼𝑖که    ییجا
ها  SVآن به تعداد    یمحاسبات  یچیدگیاست و پ  wصفر    یرتعداد عنصر غ  SVتابع هسته،    w  ،K(𝑥𝑖,x)صفر    یرعنصر غ ∗

 دارد.  یبستگ

راه حل    یچاست. ه  یاصل  یدمشکل خاص، انتخاب تابع هسته مناس  کل  یکحل    یبرا  یبانبردار پشت  هاییناستفاده از ماش  هنگام

 هسته توابع    ینهای کمتر وجود ندارد. در عمل، متداول ترSVساخت    یانتخاب توابع هسته برا   یاتابع هسته مناس     یکساخت    یبرا  یخوب

 هستند: یرموارد ز

.K(𝑥𝑖,x) =[(𝑥یتابع هسته چند جمله ا • 𝑥𝑖 + 1)]
𝑑 .کننده  یطبقه بندSVM  ای مربوطه چند جملهd-order  .است 

,K(𝑥𝑖 تابع هسته گاوس • x) = 𝑒𝑥𝑝{−
‖𝑥−𝑥𝑖‖

2 

2𝜎2
  یشعاع  یهمربوطه، پا  SVM  کنندهیبندطبقه   عرض هسته است.  𝜎  در آن  که،  {

(RBF است که به آن هسته )RBF گویند یم . 

س  • آن    ،K(x, 𝑥𝑖) = tanh (v(x.𝑥𝑖)- ө)  یگموئیدتابع هسته  در  بند  v  ،өکه  طبقه   یک مربوطه    SVMکننده    یثابت هستند. 

  شکلیم  یچ شود و همی  یینتع  یتمپنهان به طور خودکار توسط الگور  یهپنهان است. گره ل   یه ل  یک  ی است که حاو  یه پرسپترون دو ل

 است وجود ندارد. یشبکه عصب یتکه محدود یحداقل نق ه محل یبرا

 .(2004)پیتروسکیزویکز،  است  درپیشینه پژوهش یهای ورشکستگمجموعه داده یقتحق ینهای مورد استفاده در اداده مجموعه

سال بعد ورشکست شدند.    5تا    2شرکت    56شرکت ها،    ینا  یاناست. در م  یدو سال متوال  در بازه  شرکت  120شامل    این مجموعه

 د: نشومی یفتوص یربه شرح ز مشخصه 30هر شرکت با 

X1 -   یجار /یهای نقدیبده . 

X2 – های کل/ نقدیدارایی . 

X3 -  یهای جاریبده /یهای جارییدارا. 

X4 -  ها.  یی/ کل دارا یهای جارییدارا 

X5 - ها.  ییدر گردش / کل دارا یهسرما 

X6 – در گردش.  یه/ فروشسرما 

X7 -  / یموجود فروش. 

X8 -  /م البات فروش . 

X9 - ها.  ییسود خالص / کل دارا 

X10 - یهای جارییسود خالص / دارا. 

 
1 Hyper-plane 

2 Slack variables 
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X11 -  .سود/فروش خالص 

X12 – ناخالص.  فروش /سود 

X13 -  خالص.  یسود/بده 

X14 -  .سود خالص / حقو  صاحبان سهام 

X15 -  های بلند مدت(.یسود خالص / )صاح  صاحبان سهام + بده 

X16 -  /م البات فروش . 

X17 -  ییفروش / کل دارا. 

X18 -  یهای جارییفروش / دارا. 

X19 – (365 م البات */)فروش . 

X20 – دارایی کل/فروش . 

X21 -  ها / درآمد کل. یبده 

X22 -  کل درآمد. /یهای جاریبده 

X23 - ها.   یم البات/بده 

X24 -  .سود/فروش خالص 

X25 -  ها.  ییها / کل دارایبده 

X26 -  ها / حقو  صاحبان سهام.یبده 

X27 -  های بلند مدت / حقو  صاحبان سهام. یبده 

X28 -  حقو  صاحبان سهام.  یهای جاریبده / 

X29- یی/ کل دارا یاتدرآمد قبل از بهره و مال . 

X30 - یجار فروش/ها  ییدارا . 

 هایافته

کننده    یآموزش طبقه بند  یبرا   ی( به عنوان مجموعه آموزششرکت  120مجموع  ها )های سال اول همه شرکتاز دادهاین پژوهش  

 مجموعه  . در، استفاده کرده استکننده  یطبقه بند  یشآزما  یبرا  یشی( به عنوان مجموعه آزماشرکت  120ها )مجموع  دادهدوم    از سال   و

  یساز نرمال  . آزمایشی نیز به همین شکل استمجموعه  نحوه توزیع در  .وجود دارند یرورشکستهشرکت غ  64وشرکت ورشکسته،  56 یآموزش

𝑋𝑡𝑟𝑛:یمجموعه آموزش  یشود. برامجموعه داده انجام می  یها براداده = (𝑋1, 𝑋2, … , 𝑋30)  و انحراف  یانگینبه صفر م  یمجموعه آموزش  یانب  

 معنا که،  ینا د. بهشومی یل ها تبد نمونه ینواحد در بمعیار 

𝑋𝑡𝑟𝑛
∗ =

𝑋𝑡𝑟𝑛 − 𝐸(𝑋𝑡𝑟𝑛)

√𝑉𝑎𝑟𝑋𝑡𝑟𝑛
 

 معنا که،   یند. به اکنمی غییرمربوطه ت یمجموعه آموزش معیارها و انحرافات  یانگینبا توجه به م آزمایشیسپس مجموعه 

𝑋𝑡𝑠𝑡
∗ =

𝑋𝑡𝑠𝑡 − 𝐸(𝑋𝑡𝑟𝑛)

√𝑉𝑎𝑟𝑋𝑡𝑟𝑛
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در شکل  یجه. نتشد یخوشه بند یجرا محاسبه کرده و سپس نتا مشخصه 30های یژگیو یرسونپ   یهمبستگ ی ضردر این پژوهش 

  X30  ،X26و    X12  ،X19و    X29  ،X11و    X20  ،X9و    X16  ،X17و    X8است:    یربه شرح ز  0.05کمتر از    «فاصله»نشان داده شده است.    1

 .r > 0.95ها مربوطه آن  یرسونپ  یهمبستگ ی ضر یعنی. X22و  X28 ،X21و   X27با 

بدان معناست که در   ینا  .  r(X8,X16) = 1   ،r(X17,X20) = 1, r(X11,X12) = 0.9959, r(X21,X22) = 0.9993یژهو  به

  یا  یتمالگور  ییممکن است منجر به کاهش کارا  ی اطلاعات اضاف  یم،دانوجود دارد. همان ور که می  یادیاطلاعات زافزونگی    مشخصه،  30تمام  

 شکست شود. یحت

 PLS  یژگیروش انتخاب و  یفبر اساس تعر  یهای آموزشها از نمونه مشخصه تمام    ابتدا،  شدند؛حذف    یهای اضاف مشخصه   ین،بنابرا

 .  گردید یرتبه بند

 30  یرسونپ   یهمبستگ  ی ضرنمودار زیر  .  شدندحذف    یرسونپ   یهمبستگ  ی را بر اساس ضرا  یهای اضاف مشخصه   در مرحله دوم،

 شوند. حذف می X29و   X11 ،X16 ،X19 ،X20 ،X22  ،X26 ،X28های یت، مشخصهدهد. در نهارا نشان می بندی و دسته مشخصه

 ی ازجعبه ابزار  ،OSU_SVM3.00شود.  اجرا می  SVCو    PLSهای  ین( ماشVIPمهم )  ینیب  یشپ   یربر اساس متغ  یژگیانتخاب و

SVMs    از  کهMatlab  پاتابع هسته چند جمله   ی،. تابع هسته خ است، به کار گرفته شده است ابزار    از  یشعاع   یهای و تابع هسته  جعبه 

SVMs ارائه شده است: یردر ز یق دق  یندنشان داده شده است. فرآ 2جدول  رپارامتر هسته مربوطه د یماتانتخاب شدند. تنظ 

در این  شوند.  مرت  می  ،شده است  یف تعر  PLSکه توسط    یژگی با روش انتخاب و  یهای مجموعه آموزشمشخصه: تمام  1مرحله  

 . شدهای مهم انتخاب  یژگیرا به عنوان و kهای بهترین مشخصه پژوهش  

شود.  استفاده می SVCهای ینبا استفاده از ماش یمجموعه آموزش یطبقه بند یانتخاب شده برا kهای برجسته یژگی: از و2مرحله 

 نشان داده شده است. 2جدول در  یجنتا

 1شکل 

 .یژگیو 30از  یرسون پ یهمبستگ ی ضر ینقشه خوشه بند

 

 1جدول 

 PLSبر  یمبتن یژگیانتخاب و

10 9 8 7 6 5 4 3 2 1 ID 
X10 X11 X8 X7 X5 X6 X4 X3 X2 X1  مشخصه ها 

20 19 18 17 16 15 14 13 12 11 ID 
X19 X20 X18 X16 X17 X15 X14 X13 X12 X9  مشخصه ها 

30 29 28 27 26 25 24 23 22 21 ID 
X29 X30 X28 X27 X26 X25 X24 X23 X22 X21  مشخصه ها 
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 2شکل 

 .مشخصه و طبقه بندی 30 یرسون ازپ یهمبستگ ی ضر

 

 2جدول  

 در مجموعه آموزش و آزمایش  SVMمقدار تشخیص طبقه بندی کننده و  PLSبر  یمبتن یژگیانتخاب و

)پارامتر   مشخصه  30تمامی  پس از حذف افزونگی  هسته  عملکرد 

 شماره مشخصه  ( آموزشی 120) ( آزمایشی 120) شماره مشخصه  ( آموزشی 120) ( آزمایشی 120) هسته( 

0.82 0.78 10(nfac=6) 0.80 0.78 16(nfac=6)  خ ی چند جمله ای 

(degree=4) 
RBF(r=0.3, C=400) 

0.82 0.994 10(nfac=3) 0.79 0.98 11(nfac=3) 
0.87 0.97 7(nfac=3) 0.83 0.99 10(nfac=3) 
کننده:        بندی  طبقه 

OSU_SVM3.00. 

 3جدول 

 SVM (RBF)کننده  یبندو عملکرد طبقه PLSبر  یمبتن یژگیانتخاب و

 عملکرد مجموعه آموزشی  مجموعه آزمایشی 

35 33 SV 

 نرخ صحیح  0.9667 0.8667

 حساسیت  0.9483 0.8226

 اختصاصیت  0.9839 0.9107

 مقدار پیش بینی مثبت  0.9821 0.9107

 مقدار پیش بینی منفی  0.9821 0.8281

 .OSU_SVM3.00طبقه بندی کننده:   

 4جدول 

 PLSهای مهم انتخاب شده توسط یژگیو

ID   پس از حذف افزونگی   

 VIP نام ملک  ها مشخصه 

1 0.0104 X9 ها  یی سود خالص / کل دارا 

2 0.0083 X6  در گردش   یه/ فروش سرما 

3 0.0065 X17 یی فروش / کل دارا 

4 0.0055 X3 ی های جاری/ بده یهای جارییدارا 
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5 0.0054 X30 های جاریفروش جاری/ دارایی 

6 0.00050 X23 ها  ی م البات / بده 

7 0.0045 X2 ها کل نقدی/ داراییها ییدارا 

 

ارائه شده   3که در جدول  شد  های مربوطه انجام  محاسبه شاخص   یبرا  یشی، آزمایشاتیو مجموعه آزما  ی: در مجموعه آموزش3مرحله  

 است.

های  مشخصه یرمجموعهو زشده  آورند استخراج به دست می یشیرا در مجموعه آزما یصهایی را که حداکثر تشخمشخصه: 4 مرحله

 آورده شده است.  4جدول در   یج. نتاشرح داده شدانتخاب شده 

در مجموعه   RBFعملکرد هسته    یبرا  SVC  یی. نرخ شناسا شدانتخاب    مشخصه  22از مجموع    مشخصه  7  ی،پس از حذف افزونگ

 به دست آمد: با استفاده از روابط زیر هر شاخص،  یشتررسد. پس از محاسبه بمی ٪87به  یشیآزما

 

نرخ صحیح  =  
نمونه  بههای درستی طبقه  بندی شده 

های طبقه  بندی شده  نمونه  
 

حساسیت  =
نمونه  مثبتهای به درستی طبقه  بندی شده 

نمونه  مثبتهای واقعی 
 

 

 هستند؛ یتحساس یطبقه بندبهتری از نشان دهنده   یشترب یرمقاد

 

اختصاصیت  =  
نمونه  منفیهای  به درستی طبقه  بندی شده 

نمونه  منفیهای  واقعی 
 

 

 دهند،  ی دقیق تر و بهتری را نشان میطبقه بند یشترب یرمقاد

 

= مقدار پیش  بینی مثبت
نمونه  مثبتهای به درستی طبقه  بندی شده 

نمونه  مثبتهای طبقه  بندی شده 
 

 

 تنگدستی واقعی به عنوان ورشکستگی در نظرگرفته شده است؛ 

مقدار پیش  بینی منفی =  
نمونه  منفیهای  به درستی طبقه  بندی شده 

نمونه  منفیهای  طبقه  بندی شده 
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به    آزمایشیو مجموعه    یمجموعه آموزش  یبرا  یبانشناخته شده است. عدد بردار پشت  یرورشکستهبه عنوان غ   یورشکسته واقع  یرغ 

های  مناس  در مجموعه  ییبه شناسا   یابیدست  ینمونه برا  120نمونه از مجموع    35و    33دهد که تنها  نشان می  یناست. ا  35و    33  ی ترت

 . دهدرا نشان می  یمتعم  یجترو  یبرا  یقو  یاربس  یی تواناپژوهش حاضر  یشنهادیدهد که مدل پ نشان می  ین. اتاس   یازمورد ن  یشیو آزما  یآموزش

  ی رسد که نشان دهنده حساس بودن مدل طبقه بنددرصد می  82به    یتحساسنرخ  درصد و    87تا    یح، نرخ صحآزمایشیدر مجموعه  

های  شرکت  یدهد که برامثبت نشان می  ینیب  یشپ   مقدار  است. شاخص  یقدق  یدهد که مدل طبقه بنددرصد نشان می  91  اختصاصیتاست.  

 یرورشکستگیغ   یی است، نرخ شناسا  یورشکستگ  یردهنده نرخ غ نشان  یمنف  بینییشپ   مقداردرصد است.    91تا    یی واقعاً ورشکسته نرخ شناسا

 درصد است. 83تا  یزن

  یشنهادی است، که روش پ  یافتهبهبود  یشیدر مجموعه آزما یینرخ شناسا  ی،های اضاف مشخصه که پس از حذف   دهدنشان مینتایج 

   .گردد انجام  یزو نو  یها با افزونگ داده یلو تحل یهرا هنگام تجز یژگیابتدا انتخاب و که یعنیکند می ییدرا تأ پژوهش حاضر

ببرد و   ین را از ب ها مشخصه  ین ب  ی خ  هم   یر به طور موثر تأث   تواند ی م   PLS: دهد ی جنبه عملکرد برتر را نشان م  ین از چند  یشنهادی روش پ 

  ینی ب   یش پ   یند را در فرآ   یژگی حال نقش هر و   ین کند و در ع می   یجاد را ا   یج نتا   ین است که بهتر   ید جعبه سف   یات عمل   یک   ین را آشکار کند. ا   ی دانش کل 

  یین ( تع SV)   یبانی پشت   ی از بردارها   ی آن تنها توسط تعداد کم   یی نها   یری گ   یم است که تابع تصم   ین ا   SVC  یگر د   یت (. مز 4جدول  دهد ) می   ائه ار 

 نشان دهد.   یز و پر نو   ی اضاف   ی ها را در مجموعه داده   ی خوب   یار بس   ی ساز مدل   یت قابل   تواند ی م   SVCو    PLS  ی  شود. ترک می 

 5جدول 

 ها( مشخصه)همه  یرقابت یبر اساس شبکه عصب یشاز آموزش و آزما LVQشبکه  یصمجموعه نرخ تشخ

 ویژگی  30تمامی  آزمایش 

 مجموعه آزمایشی  مجموعه آموزشی  

 k = 19ها ( تعداد نورونینه)به یرقابت  یبر اساس شبکه عصب LVQشبکه  عملکرد

 0.7833 0.6917 نرخ صحیح 

 0.7344 0.6508 حساسیت 

 0.8393 0.7368 اختصاصیت 

 0.8393 0.7321 مقدار پیش بینی مثبت 

 0.7344 0.6563 مقدار پیش بینی منفی 

 6جدول 

 (ی)پس از حذف افزونگ یرقابت یبر اساس شبکه عصب یشاز آموزش و آزما LVQشبکه  یصمجموعه نرخ تشخ

 ی افزونگ  22پس از حذف  آزمایش 

 مجموعه آزمایشی  مجموعه آموزشی  

 k = 10ها ( تعداد نورونینه)به یرقابت یدر شبکه عصب LVQشبکه  عملکرد

 0.7833 0.7000 نرخ صحیح 

 0.7344 0.6613 حساسیت 

 0.8393 0.7414 اختصاصیت 

 0.8393 0.7321 مقدار پیش بینی مثبت 

 0.7344 0.6719 مقدار پیش بینی منفی 
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 7جدول 

 یش در مجموعه آموزش و آزما SVMکننده  یطبقه بند ییشناسا یزانم

)پارامتر   هسته  تابع 

 هسته( 

 ی افزونگ  22پس از حذف  مشخصه  30تمامی 

 SV ( 120آزمایش ) ( 120آموزش ) SV ( 120آزمایش ) ( 120آموزش ) 

 40.38 0.78 0.78 39.40 0.77 0.80 خ ی

 27.32 0.77 0.93 31.31 0.73 0.95 ( 2چند جمله ای)

 34.27 0.78 1.00 33.32 0.77 1.00 ( 3چند جمله ای)

 34.32 0.72 1.00 38.34 0.71 1.00 ( 4چند جمله ای)

RBF (r = 0.2, C 

= 20) 

0.88 0.79 39.39 0.83 0.79 40.40 

 .OSU_SVM3.00طبقه بندی کننده: 

 

 . شداجرا  یجنتا یسهمقا یبرا  پیشینه پژوهش  در یگرید ی ها، مدلیشنهادیروش پ  یمنظور اعتبارسنج به

به طور   یر،اخ  یهادر سالاین شبکه  است.    یقو  یمتعم  ییو توانا  یتحمل خ ا، خودسازگار  ی( دارایه)پرسپترون چند ل  یشبکه عصب

مال   بینییشپ   یهاعمده در حوزه ارز  یمشکلات  تعداد سلول  یمعرف   یمال   یسکر  یابی و  است.  عملکرد   تواند یم  یرقابت  یعصب  یهاشده  بر 

برابر با    ،رسدآن به حداکثر می  یصکه سرعت تشخهنگامی    k  یهای عصب، تعداد سلولآزمایشی  مجموعه  برایبگذارد.    یرشبکه تأث  یبندطبقه 

 . دهد، نشان میباشد 19برابر با   k یهای عصبکه تعداد سلول هنگامیرا  یجهنت 5جدول است.  19

 .  دیددوباره آموزش  k = 10 یهای عصب، شبکه و تعداد سلول مشخصه اضافی 22پس از حذف  ی ،ترت ینبه هم

 ارائه شده است.  6جدول در   ییو شناسا یطبقه بند یجنتا

های  مشخصه  یگرفت که وقت   یجهنت  توانیکمتر است. در واقع، م  یاربس  NN  بینی یش، دقت پ یشنهادیمدل پ   یج با نتا  یسهدر مقا

ماند.  می  یباق  ییربدون تغآزمایشی  مجموعه    یصتشخ  مقدارحال،    ین. با ایافتبهبود    یکم  یمجموعه آموزش  یصتشخ  یزانحذف شدند، م  یاضاف

 یخ   یرمدل غ   یک   های یتو از محدود  نزدیک شود  یادگیری  یقاز طر  یرخ یغ   یبردارهر گونه نقشه  به تواندیم  ی شبکه عصب  هک  ییاز آنجا

  ی ( قدرت محاسباتANN)  یمصنوع   یدهد که شبکه عصبنشان می  ینهمچن  ینها از قبل وجود نداشت. امشخصه به انتخاب    یازیآزاد است، ن

 ین بهتر  یاه جعبه س  یاتول، اگرچه عمل اهایی دارد. یت( محدودیه)پرسپترون چند ل  یهای عصبشبکه  رویکردحال،    ین دارد. با ا  یقو  یرخ یغ 

مانند    یادی ز  یعوامل تجربه ذهن  یاً،کند. ثان  یرتفس  ییشناسا  یندهای مربوطه را در فرآمشخصهنقش    یتواند چگونگدهد، اما نمیرا می  یجنتا

 k = 19  یت و در نهاشده  حرکت مداوم شبکه استفاده    یبرا  هایانهاز رادر این پژوهش  اندازه شبکه در انتخاب و آموزش شبکه وجود دارد.  

 ین کنند، بنابرا  یجادبرازش ا  یشممکن است ب  یچیدهپ   یارهای بسشبکه  ین،حذف شد(. علاوه بر ا  یکه افزونگ  یهنگام  k = 10)شد  انتخاب  

 دهند. را از دست می یمتعم یارتقا ییتوانا

به    SVCبر اساس    یرز  یکند. طبقه بند  ینرا تضم  یدقت بال و عملکرد نمونه کوچک عال  تواندیم   SVCبر    یمبتن  بینییشپ   مدل

  RBFای و تابع هسته  هسته چند جمله   ی،هسته خ   ینجااست. در ا  OSU_SVM3.00کننده، با استفاده از جعبه ابزار    یعنوان طبقه بند

پارامتر هسته مربوطه و نتایم. تنظشدانتخاب   بر اساس   SVC  یصتشخ  یجهنت  بهترین نشان داده شده است.  7جدول  محاسبات در    یجات 
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. اما هنوز هم باشدیه میبهتر از پرسپترون چند ل  یکمکه  رسد،  درصد می 79به    یصاست. در مجموعه تست، نرخ تشخ  RFBعملکرد هسته  

 است.  پژوهش حاضر یشنهادیکمتر از مدل پ  یاربس

 به همراه داشت.  SVMو مدل  NNنسبت به مدل   یبهتر یجنتا پژوهش حاضر  یشنهادیواضح است که مدل پ 

 گیری بحث و نتیجه

  یدرماندگ   ینیبشیپ   یبرا  نینو  ی( مدلSVM)  بانیبردار پشت  نی( و ماشPLS)  یروش حداقل مربعات جزئ  قیم العه، با تلف  نیدر ا

  نیدارد. ا  یدقت بالتر  ینیماش  یریادگی   یهامدل  ریو سا   یسنت  یهابا روش  سهیمدل در مقا  نینشان دادند که ا  یتجرب  جیارائه شد. نتا   یمال

م ال   هاافتهی ب  عاتبا  که  تحل  ینیماش  یریادگی  یهاتمیالگور  یبال  ییکارا  انگریگذشته  پ   لیدر  همخوان  یمال  دهیچیمسائل  دارد   یهستند، 

(Altman et al., 1994). 

  ینیبشیها را در پ شاخص  نیاز ا  ک یهر    یکند و اثرگذار  یی شناسا  یطور مؤثرمرتبط را به  ی مال  یهاتوانست شاخص  یشنهادیپ   روش

چندگانه، که    ی صیتشخ  لیو تحل  کیلجست  ونیمانند رگرس  ی سنت  یهانسبت به روش  یشنهادیمدل پ   ی ژگیو  ن ی. ادینما   نییتع  یورشکستگ

 Min)   شودیمهم محسوب م  ی رقابت  تیمز  کیهستند،    ی متک  رها یها و استقلال متغنرمال بودن داده  رینظ  یارانه یگاغل  به مفروضات سخت

& Jeong, 2009; Soori et al., 2023). 

  ی عصب  یهانشان داد. اگرچه شبکه   یعملکرد بهتر  PLS-SVM  یبی(، مدل ترکANN)  یمصنوع   یشبکه عصب  یهابا مدل  سهیمقا  در

 Cho)  شودیها م آن  یده میگسترده، باعث کاهش توان تعم  یآموزش  یهابه داده  ازیو ن  یبرازششیدارند، اما مشکل ب  ییبال  ینیبشیقدرت پ 

et al., 2009; Mumali, 2022; Mumali & Kałkowska, 2024; Vendittoli et al., 2024)با استفاده    ،یشنهادیمدل پ   هک  ی. در حال

را بهبود   ینیبشیو دقت پ   یداری، پاSVMاز    یریگکرده و با بهره  تیریرا مد  یمال  یهاشاخص  انیم  دهیچی پ   یهای توانست همبستگ  PLSاز  

 بخشد.

  ها کنندهینیبشیدر بهبود عملکرد پ   یریچشمگ  ریها تأثداده  ی مختلف نشان داد که حذف افزونگ  یها عملکرد مدل  سهیمقا  نیهمچن

در استخراج    PLS  ی بال  یی دهنده توانا که نشان  افتی  شیدرصد افزا  87به    یشنهادینرخ دقت مدل پ   ،یرضروریغ   ی هایژگ یدارد. پس از حذف و

 . (Fanning & Cogger, 1994)است  دهیچیپ   یهامجموعه داده ازمعنادار  یهایژگیو

  ل یبه دل  یشبکه عصب  یهااست. روش  گر ید  ی هابهتر نسبت به روش  یریرپذیآن در تفس  ییتوانا  ، یشنهادیمدل پ   یایمزا  گرید  از

س"  تیماه توض  "اهیجعبه  ارائه  امکان  متغ  حاتیبودن،  نقش  خصوص  در  ندارند    یمال   یرهایشفاف   ;Srinivasan & Kim, 1988)را 

Srinivasan & Ruparel, 1990) اما روش .PLS ،کندیکمک م  ینیبشیپ  یدر خروج ری نقش هر متغ لیتحل به، ضمن کاهش ابعاد داده . 

در    تواندیمدل م  نیبه همراه داشته باشد. ا  یمؤسسات مال  یرا برا  یمتعدد  یایمزا  تواندیم  PLS-SVM  ی بیاز مدل ترک  استفاده

 نان یبتوانند با اطم  یمؤسسات مال   شودیمدل باعث م  نیا  ی. دقت بالردیمورد استفاده قرار گ  انیمشتر  یاعتبار  یبنداعتبار و رتبه  دییتأ  ندیفرا

 & Elmer)اجتناب کنند    یمشکلات مال  یدارا  یهاوام به شرکت  یاز اع ا  یناش   یهاسک یبپردازند و از ر  ی منابع مال  صیبه تخص   یشتریب

Borowski, 1988) . 

مدل    نیاز ا  توانند یم  یمال  رانی دارد. مد  یینقش بسزا  ی بانک  یراهبرد  یهایریگمیها و تصمسبد وام  تیریمدل در مد  نیا  نیهمچن

و    یگذارهیسرما  یهاشرکت  گر،ید  ی. از سو(Davis et al., 1992)  ندیاستفاده نما  یاعتبار  یهاسکیخود و کاهش ر  یپرتفو  لیتحل  یبرا

 بهره ببرند.  یمال  یزیرو برنامه سکیر تیریمد یبرا یمدل به عنوان ابزار  نیاز ا توانندیم مهیمؤسسات ب
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مجموعه   کی  یشده برام العه وجود دارد. اولً، مدل ارائه   نیدر ا  زین  هاتیمحدود  یبرخ  ،یشنهادی توجه مدل پ قابل  یایوجود مزا  با

ارز  یداده خاص طراح برا  ی ابیو  بنابرا  ی به اصلاحات  ازین  عیصنا  ریسا  یشده است و ممکن است  باشد.  با  یریپذمیتعم  ن،یداشته  با    دیمدل 

 .(Coates & Fant, 1993) ردیقرار گ یمورد بررس یترو متنوع شتریب  یهاداده

  ی هاکه شاخص  ایپو  یهاط یدارد، اما ممکن است در مح  یادیز  یایگرچه مزا  PLS  قیمناس  از طر  یمال  یهایژگ یانتخاب و  اً، یثان

  رات ییو سازگار با تغ  ایپو  یژگیانتخاب و  یهاک یاستفاده از تکن  رو،نیسازد. از ا  یمدل را ضرور  یروزرسانهستند، به  رییدائماً در حال تغ  یمال

 .(Min & Jeong, 2009; Min & Lee, 2005) شودیم  شنهادیپ  ی یمح

 ی برا  قیروش کارآمد و دق  کیبه عنوان    تواندیم  بانیبردار پشت  نیبا ماش  PLSمدل     یکه ترک  دهدیپژوهش نشان م  نیا  جینتا

  یها و مؤسسات مال مناس ، به شرکت  یریرپذیمدل، با ارائه دقت بال و تفس  ن ی. اردیها مورد استفاده قرار گشرکت  ی مال  ی درماندگ  ینیبشیپ 

 اتخاذ کنند.  ی و اعتبار ی مال تیریدر حوزه مد یبهتر ماتیتا تصم کند یکمک م

کلان    یهاداده  لیو تحل  قیعم یریادگی  ی هاتمیبا استفاده از الگور  گرید یبیترک  ی هابر توسعه مدل ندهیآ  قاتیتحق شودیم  شنهادیپ 

  ی هاتیبهبود قابل  یرا برا  یدیجد  یهادگاهید   تواندیم  یشنهادیکلان بر عملکرد مدل پ   یعوامل اقتصاد  ریتأث  یبررس  ن،یتمرکز کنند. همچن

 ارائه کند.  ینیبشیپ 

پ   در مدل  تصم  کیعنوان  به  تواندیم  یشنهادیمجموع،  برا  یریگم یابزار  فرآ  یمال   یهاسازمان  یمؤثر    سک،یر  لیتحل  یندهایدر 

 ها کمک کند. سازمان یسودآور شیو افزا یبه کار رود و به کاهش خ رات مال یپرتفو  تیریاعتبار و مد صیتخص

 تعارض منافع 

 . وجود ندارد ی تضاد منافع گونهچیانجام م العه حاضر، ه در

 مشارکت نویسندگان 

 در نگارش این مقاله تمامی نویسندگان نقش یکسانی ایفا کردند. 

 موازین اخلاقی 

 در انجام این پژوهش تمامی موازین و اصول اخلاقی رعایت گردیده است.

 ها شفافیت داده

 ها و مآخذ پژوهش حاضر در صورت درخواست از نویسنده مسئول و ضمن رعایت اصول کپی رایت ارسال خواهد شد. داده

 حامی مالی

 این پژوهش حامی مالی نداشته است.
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